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#### Abstract

In this paper we extend the notion of stochastic efficiency and inefficiency in portfolio optimization to the case of incomplete information by means of set-valued probabilities. The notion of set-valued probability models the concept of incomplete information about the underlying probability space and the probability associated with each scenario. Unlike other approaches in literature, our notion of inefficiency is introduced by means of the Monge-Kantorovich metric. We provide some numerical examples to illustrate this approach.
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## 1 Introduction

In Portfolio Optimization the notion of optimality is based on the notion of stochastic dominance and on a knowledge of the underlying probability space. However, often the probabilities associated with each scenario are not completely known. This leads to analyzing portfolio problems with incomplete information $[5,6,12,22,23,32,33]$. The notion of set-valued probability seems to be the right tool to describe this lack of information. In this setting, each event is associated with a compact and convex set that models the uncertainty; as a result, the comparison of uncertainties can be based on a partial order and many such partial orders can be used. The consequence is a rich framework for modeling uncertainty.

In this paper we focus on the problem of evaluating whether a given portfolio is stochastically efficient in the presence of a lack of information. More
specifically, we consider the case where the Decision Maker (DM) knows the set of all possible scenarios or the underlying space of events but he/she does not exactly know the probability distribution of each event and so we describe this uncertainty with a set-valued probability.

We extend the classical notion of inefficiency measure by introducing a point-to-set distance between a given set-valued probability and the nearest probabilities that can make a given portfolio to be stochastically efficient for some admissible utility function. To introduce this distance we rely on an extended notion of the Monge-Kantorovich distance between set-valued probabilities introduced in [21].

The paper is organized as follows. Section 2 recalls some basic definitions and constructions in the theory of convex sets, Section 3 presents background in set-valued analysis, and Section 4 focuses on the definition of set-valued probabilities and the Monge-Kantorovich distance between set-valued probabilities. Section 5 provides a brief comparison of set-valued probability with other generalizations of classical probability, focusing specifically on a comparison with imprecise probability. Section 6 presents the notion of efficiency and inefficiency; our notion of inefficiency is introduced by means of the Monge-Kantorovich distance between probability measures. Section 7 extends the notion of stochastic efficiency and inefficiency to the case of set-valued probabilities. Finally Section 8 presents a numerical example and Section 9 concludes.

## 2 Preliminaries on Sets and Probabilities

In this section we present some basic facts related to sets and set-valued functions. More details can be found in [2,3]. In the sequel we denote by $\mathcal{K}$ the collection of all nonempty compact and convex subsets of $\mathbb{R}^{d}$. Addition of sets and scalar multiplication $(\lambda \in \mathbb{R})$ for $\mathcal{K}$ are defined by

$$
A+B:=\{a+b: a \in A, b \in B\} \text { and } \lambda A=\{\lambda a: a \in A\}
$$

For $A \in \mathcal{K}$, we say that $A$ is nonnegative $(A \geq 0)$ if $0 \in A$. Given $A \in \mathcal{K}$ the support function $\operatorname{spt}(\cdot, A): \mathbb{R}^{d} \rightarrow \mathbb{R}$ is defined by

$$
\operatorname{spt}(p, A)=\sup \{p \cdot a: a \in A\}
$$

The support function completely defines $A$ since

$$
\begin{equation*}
A=\bigcap_{\|p\|=1}\{x: x \cdot p \leq \operatorname{spt}(p, A)\} . \tag{2.1}
\end{equation*}
$$

Furthermore, $A \subseteq B$ if and only if $\operatorname{spt}(p, A) \leq \operatorname{spt}(p, B)$ for all $p \in S^{1}=\{p$ : $\|p\|=1\}$. The function $\operatorname{spt}($,$) also satisfies the following properties: For all$ $\lambda \geq 0$ and $A, B \in \mathcal{K}$,

$$
\operatorname{spt}(p, \lambda A+B)=\lambda \operatorname{spt}(p, A)+\operatorname{spt}(p, B), \operatorname{spt}(p,-B)=\operatorname{spt}(-p, B)
$$

but it is usually the case that $\operatorname{spt}(p,-A) \neq-\operatorname{spt}(p, A)$.
For any $A \in \mathcal{K}$, we can also define the norm of $A$ using the support function as follows

$$
\|A\|:=\sup \{\|x\|: x \in A\}=\sup _{\|p\|=1} \operatorname{spt}(p, A)
$$

This definition satisfies all of the classical property of a norm. There is a nice connection between the support function and the Hausdorff distance [7]: for $A, B \in \mathcal{K}$

$$
d_{H}(A, B)=\sup _{\|p\|=1}|\operatorname{spt}(p, A)-\operatorname{spt}(p, B)|
$$

It is also the case that both addition and scalar multiplication on $\mathcal{K}$ are continuous in the Hausdorff distance.

A set $A \subset \mathbb{R}^{d}$ is balanced if $\lambda A \subseteq A$ for all $|\lambda| \leq 1$. For us a unit ball in $\mathbb{R}^{d}$ is any balanced $\mathbb{B} \in \mathcal{K}$ with $0 \in \operatorname{int}(\mathbb{B})$. Any such unit ball defines a norm on $\mathbb{R}^{d}$ via the Minkowski functional

$$
\|x\|=\sup \{\lambda \geq 0: \lambda x \in \mathbb{B}\}
$$

Given a unit ball $\mathbb{B}$, the dual sphere is defined as

$$
\mathbb{S}^{*}=\{y: \sup \{y \cdot x: x \in \mathbb{B}\}=1\} \subset \mathbb{R}^{d}
$$

and is also a nonempty compact set. Notice that since $\mathbb{B}$ is compact, for each $y \in \mathbb{S}^{*}$, there is some $x \in \mathbb{B}$ with $y \cdot x=1$.

Given a set $\Omega$ and a $\sigma$-algebra $\mathcal{A}$ on $\Omega$ a probability measure on $(\Omega, \mathcal{A})$ with values in $[0,1]$ is a function $\Phi: \mathcal{A} \rightarrow[0,1]$ such that $\Phi(\emptyset)=0, \Phi(\Omega)=1$, and

$$
\begin{equation*}
\Phi\left(\bigcup_{i} A_{i}\right)=\sum_{i} \Phi\left(A_{i}\right) \tag{2.2}
\end{equation*}
$$

for any sequence of disjoint sets $A_{i} \in \mathcal{A}$. Similarly one can define the notion of vector-valued probability measure on $(\Omega, \mathcal{A})$. This is a function $\Phi: \mathcal{A} \rightarrow[0,1]^{s}$, where $s \in \mathbb{N}$, such that $\Phi(\emptyset)=(0, \ldots, 0) \in \mathbb{R}^{s}, \Phi(\Omega)=(1, \ldots, 1) \in \mathbb{R}^{s}$, and

$$
\begin{equation*}
\Phi\left(\bigcup_{i} A_{i}\right)=\sum_{i} \Phi\left(A_{i}\right) \tag{2.3}
\end{equation*}
$$

for any sequence of disjoint sets $A_{i} \in \mathcal{A}$. This last property is meant to be satisfied componentwise. Note that with this definition a vector-valued probability measure is simply a vector of probability measures.

## 3 Set-valued Functions

A set-valued function or multifunction taking compact and convex values is a map from $\mathbb{R}^{n}$ to $\mathcal{K}$. For a given set-valued function $f: \mathbb{R}^{n} \rightarrow \mathcal{K}$ and measure $\mu$,
we can define the integral of $f$ with respect to $\mu$ as an element of $\mathcal{K}$ via support functions using the property (see [3])

$$
\operatorname{spt}\left(q, \int_{\mathbb{R}^{n}} f(x) d \mu(x)\right)=\int_{\mathbb{R}^{n}} \operatorname{spt}(q, f(x)) d \mu(x)
$$

which defines the set as in (2.1). For more results on set-valued analysis see [3].
Given a compact subset $\Theta$ of $\mathbb{R}^{n}$ and a set-valued function $f: \Theta \subseteq \mathbb{R}^{n} \rightarrow \mathcal{K}$, consider the optimization problem

$$
\begin{equation*}
\min _{x \in \Theta} f(x) \tag{3.4}
\end{equation*}
$$

We say that $x_{0} \in \Theta$ is a global minimizer for $f$ over $\Theta$ if for any $x \in \Theta$ we have $f\left(x_{0}\right) \subseteq f(x)$. Notice that we are using the natural ordering of sets given by inclusion.

Let us now recall that a set-valued function $f: \mathbb{R} \rightarrow \mathcal{K}$ is increasing if

$$
\begin{equation*}
f(x) \subseteq f(y) \tag{3.5}
\end{equation*}
$$

for $x, y \in \mathbb{R}, x \leq y$; moreover, $f: \mathbb{R} \rightarrow \mathcal{K}$ is concave if

$$
\begin{equation*}
t f(x)+(1-t) f(y) \subseteq f(t x+(1-t) y) \tag{3.6}
\end{equation*}
$$

for $x, y \in \mathbb{R}^{n}, t \in[0,1]$.
Using the support function, we have that $f$ is concave if and only if the function $\operatorname{spt}(p, f(x))$ is concave for all $\|p\|=1$.

## 4 The Notion of Set-Valued Probability

We provide only basic definitions and those properties of multimeasures that we will need; for more information and proofs see [1, 2, 3, 14, 15, 16, 29, 31]. A set-valued measure or multimeasure on $(\Omega, \mathcal{A})$ with values in $\mathcal{K}$, where $\mathcal{A}$ is a $\sigma$-algebra on the set $\Omega$, is a function $\Phi: \mathcal{A} \rightarrow \mathcal{K}$ such that $\Phi(\emptyset)=\{0\}$ and

$$
\begin{equation*}
\Phi\left(\bigcup_{i} A_{i}\right)=\sum_{i} \Phi\left(A_{i}\right) \tag{4.7}
\end{equation*}
$$

for any sequence of disjoint sets $A_{i} \in \mathcal{A}$. Convergence of the infinite sum in (4.7) is given in the Hausdorff distance.

A multimeasure $\Phi$ is nonnegative if $\Phi(A) \geq 0$ (i.e., $0 \in \Phi(A)$ ) for all $A$. This condition implies monotonicity of the measure since if $A \subseteq B$ then $\Phi(A)=$ $\{0\}+\Phi(A) \subseteq \Phi(B \backslash A)+\Phi(A)=\Phi(B)$. Thus nonnegative multimeasures a nice generalization of (nonnegative) scalar measures. The total variation of a multimeasure $\Phi$ is defined in the usual way as

$$
|\Phi|(A)=\sup \sum_{i}\left\|\Phi\left(A_{i}\right)\right\|
$$

where the supremum is taken over all finite measurable partitions of $A \in \mathcal{A}$. The set-function $|\Phi|$ defined in this fashion is a (nonnegative and scalar) measure on $\Omega$. If $|\Phi|(\Omega)<\infty$ then $\Phi$ is of bounded variation.

If $\Phi$ is a multimeasure and $p \in \mathbb{R}^{d}$ then the scalarization $\Phi^{p}$ defined by

$$
\begin{equation*}
\Phi^{p}(A)=\operatorname{spt}(p, \Phi(A)) \tag{4.8}
\end{equation*}
$$

is a signed measure on $\Omega$ and is a measure if $\Phi$ is nonnegative.
Example 4.1 Given a vector-valued probability $\mu=\left(\mu_{1}, \ldots, \mu_{s}\right)$ there is a natural way to define an associated set-valued measure as

$$
\Phi(A)=\left[-\mu_{1}(A), \mu_{1}(A)\right] \times \ldots \times\left[-\mu_{s}(A), \mu_{s}(A)\right]
$$

It is easy to check that $\Phi$ satisfies all properties that characterize a set-valued measure. Notice that here we have $\Phi(\Omega)=[-1,1]^{s}$ is the $l^{\infty}$ unit ball. In this case for $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{s}\right)$ with $\|\lambda\|_{1}=1$ we have

$$
\Phi^{\lambda}(A)=\sum_{i}\left|\lambda_{i}\right| \mu_{i}(A)
$$

is just a convex combination of the components $\mu_{i}$ of $\mu$.
Thus the case of vector-valued probability can be easily analyzed using the associated set-valued probability (to be discussed below).

One simple way to construct a multimeasure is by integrating a set-valued density function $F$ with respect to a measure $\mu$ :

$$
\begin{equation*}
\Phi(A)=\int_{A} F(x) d \mu(x) \tag{4.9}
\end{equation*}
$$

This integral can be defined in several different ways (see [3]). If the setvalued function $F$ is nonnegative (that is, $0 \in F(x)$ for all $x$ ), then the resulting multimeasure will also be nonnegative. In addition, if $0 \leq f(x) \leq g(x)$ are scalar functions and $\Phi$ is a positive multimeasure, then

$$
\int f(x) d \Phi(x) \subseteq \int g(x) d \Phi(x)
$$

the convexity of the values of $\Phi$ is crucial.
Definition 4.2 Let $\mathbb{B} \in \mathcal{K}$ be a unit ball. A $\mathbb{B}$ set-valued probability or probability multimeasure (or pmm ) on $(\Omega, \mathcal{A})$ is a nonnegative multimeasure $\Phi$ with $\Phi(\Omega)=\mathbb{B}$.

A pmm $\Phi$ defines a parameterized family, $\Phi^{p}$ for $p \in \mathbb{S}^{*}$, of probability measures. However, in general $\Phi^{p}$ and $\Phi^{q}$ are related and the relationship can be quite complicated (the main constraint on this relationship is that $p \mapsto \Phi^{p}(A)$ is convex).

We can construct a pmm by integrating an appropriate density $F$ against a finite measure $\mu$, as in (4.9). For this to define a pmm we need $F$ to satisfy some properties. The simplest conditions are to assume that $F(x) \in \mathcal{K}$ is balanced for each $x,\|F(x)\| \leq C$ for some $C$ and all $x$, and

$$
0 \in \operatorname{int} \int_{\Omega} F(x) d \mu=\operatorname{int}(\mathbb{B}) .
$$

Given a specific $\mathbb{B}$, it is difficult to find a density $F$ which will give $\mathbb{B}$; it is better to use the integral of the density to define $\mathbb{B}$.

As usual, by a random variable on $(\Omega, \mathcal{A})$ we mean a Borel measurable function $X: \Omega \rightarrow \mathbb{R}$ and its expectation with respect to a pmm $\Phi$ is defined in the usual way as

$$
\begin{equation*}
\mathbb{E}_{\Phi}(X)=\int_{\Omega} X(\omega) d \Phi(\omega) \tag{4.10}
\end{equation*}
$$

This integral can be constructed using support functions (that is, using the $\Phi^{p}$ ) and each part of the decomposition $X=X^{+}-X^{-}$separately (since support functions work best with nonnegative scalars); see [16] for another approach. Since $0 \in \Phi(A)$ for each $A$, it is easy to see that $0 \in \mathbb{E}_{\Phi}(X)$ as well.

Example 4.3 Let $s \in 2 \mathbb{N}$ and $q_{i} \in \mathbb{R}^{d}$ be given with $\left\|q_{i}\right\|=1$ and $q_{2 i}=-q_{2 i+1}$. Then for any $s$ probability measures $\mu_{i}$, the function $\Phi$ defined by

$$
\Phi(A)=\overline{\mathrm{Co}}\left(\left\{\mu_{i}(A) q_{i}\right\}\right)
$$

is a probability multimeasure with total mass the polytope in $\mathbb{R}^{d}$ with vertices $q_{i}$. (Here $\overline{\operatorname{co}}(S)$ is the closed convex hull of $S \subset \mathbb{R}^{d}$.)

This example is a generalization of Example 4.1 but where the different directions are not independent and thus the component measures $\mu_{i}$ "interact" in the resulting pmm $\Phi$.

Example 4.4 (Finite $\Omega$ ) When $\Omega=\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{s}\right\}$ is a finite set, a pmm $\Phi$ on $\Omega$ is defined by a collection of set-valued probabilities $\left\{P_{1}, P_{2}, \ldots, P_{s}\right\} \subset \mathcal{K}$ such that $\sum_{i} P_{i}=\mathbb{B}$ and $0 \in \bigcap_{i} P_{i}$. For a random variable $X$, we have $\mathbb{E}_{\Phi}(X)=$ $\sum_{i} X\left(\omega_{i}\right) P_{i}$.

Unlike in the standard (scalar-valued probability) case, we generally cannot use the $P_{i}$ to rank the events $\omega_{i}$ from "most probable" (greatest $P_{i}$ ) to "least probable" (least $P_{i}$ ). This is the strength of using set-valued probabilities as it allows us to express more complicated uncertainty relationships among the elementary events.

There are extensions of the strong law of Large Numbers, the GlivenkoCantelli, and the Central Limit Theorems. More details on these can be found in [23]. We mention that the notion of an i.i.d. sample is fundamentally different in the set-valued case since such a sample must necessarily contain some set-valued information if there is to be any chance of recovering the expectation, which is a set in this context. However, the standard limiting results (just mentioned) allow one to use familiar tools of statistical estimation. The resulting sequence of set-valued estimates converge in the Hausdorff distance to the true value.

## 5 Imprecise vs Set-Valued Probability

The notion of imprecise probability has been widely investigated in the literature as it represents a quite natural way to extend the traditional notion of probability. While in the tradition approach associated with each event there is a number in $[0,1]$, in the theory of imprecise improbability this is replaced by a subset $\left[p_{l}, p_{u}\right]$, where $p_{l}$ and $p_{u}$ are the so-called lower and upper probabilities. The notion of imprecise probability aims at quantifying, at the same time, the aleatory and the uncertainty to provide precise values of probability measures.

Imprecise probability has been used in several contexts and different applications have been proposed as well. Some classical examples in this theory are the Dempster-Shafer evidence theory ( $[9,30]$ ), coherent lower prevision theory ([35]), probability bound analysis ([13]), F-probability ([37]), and possibility theory ([11]).

The research literature also contains other approaches that involve extensions to set-valued objects. Among these are the notions of fuzzy randomness ([4]), random sets ([26]), clouds ([27]), and the notion of imprecise probability based on the generalized interval been presented in [36].

Set-valued measures were first introduced for the needs of mathematical economics in [34] where it was used to study equilibria in exchange economies in which coalitions correspond to measurable sets and are the primary economic units (see also [8]). Moreover, the study of set-valued measures has been developed extensively because of its applications in other fields such as optimization and optimal control.

Imprecise probability can be modeled using set-valued probability. In fact, given a sample space $\Omega$ and a sigma-algebra $\mathcal{F}$, for any set $A \in \mathcal{F}$ the imprecise probability associated with $A$ is a generalized interval $\left[p_{l}(A), p_{u}(A)\right] \subset[0,1]$ where $p_{l}$ and $p_{U}$ are classical probabilities (and we don't insist that $p_{l}(A) \leq$ $\left.p_{u}(A)\right)$. As such this structure is encoded in a pair of classical probabilities (which can also be thought of as a vector-valued measure $\mathbf{p}: \mathcal{F} \rightarrow[0,1]^{2}$ ).

The notion of set-valued probability cannot be seen immediately as a generalization of the notion of imprecise probability, as the notion of set-valued probability is implicitly connected with a given notion of ordering (and thus also of positivity). In this paper we assume that the ordering is based on setinclusion and, therefore, the notion of positivity is based on the inclusion of the zero element (this is forced since $\emptyset \subseteq A$ and thus $\{0\}=\Phi(\emptyset) \subseteq \Phi(A)$ ). However, if we define the set-valued probability $\Phi: \mathcal{F} \rightarrow[0,1]$ as $\Phi(A)=\left[-p_{l}(A), p_{u}(A)\right]$ this definition satisfies all the properties that characterize a set-valued probability. In particular, one can easily prove that:

- $0 \in \Phi(A)$, for any $A \in \mathcal{F}$,
- if $A \subseteq B$ then $\Phi(A) \subseteq \Phi(B)$,
- $\Phi\left(\bigcup_{i=1}^{+\infty}\right)=\sum_{i=1}^{+\infty} \Phi\left(A_{i}\right)$ for any sequence of disjoint sets $A_{i}, i \in \mathbb{N}$.

The mapping $\left[p_{l}(A), p_{u}(A)\right] \mapsto\left[-p_{l}(A), p_{u}(A)\right]$ provides the correspondence between this particular set-valued probability and the imprecise probability given in the generalized interval form (mentioned above).

## 6 Stochastic Efficiency and Inefficiency

Let $(\Omega, \mathcal{F}, p)$ be a probability space, where $\Omega$ is the space of all events, $\mathcal{F}$ is the sigma-algebra of all measurable events, and $p$ is a probability defined on $\mathcal{F}$. We use $\mathcal{P}$ to denote the set of all probability measures defined on $(\Omega, \mathcal{F})$. Let $X_{j}: \Omega \rightarrow \mathbb{R}_{+}$be random variables, $j=1 \ldots N$, with outcome $X_{j}(\omega)$ for any possible scenario $\omega \in \Omega$ (as usual, the $X_{j}$ represent the assets). Let

$$
\Lambda=\left\{\lambda \in \mathbb{R}_{+}^{N}: \sum_{i=1}^{N} \lambda_{i}=1\right\}
$$

so that $Y_{\lambda}=\sum_{j=1}^{N} \lambda_{j} X_{j}$ is a portfolio (a convex combination of the assets $X_{j}$ ) for $\lambda \in \Lambda$.

Additionally, we introduce the space $\mathcal{U}$ of all utility functions defined as:

$$
\mathcal{U}=\left\{u: \mathbb{R} \rightarrow \mathbb{R}, u \in C^{1}, u \text { is non-decreasing and concave }\right\}
$$

The concept of utility is used to represent consumer's preference ordering over a choice set and it assigns a real number to each alternative in such a way that, if consumer prefers alternative $A$ to alternative $B$, then alternative $A$ is assigned a number greater than alternative $B$. If $u \in \mathcal{U}$ then the preferences described by $u$ are weakly monotone and convex. The following theorem shows that $\mathcal{U}$ can be equipped with a distance.

Proposition $6.1\left(\mathcal{U}, d_{\text {sup }}^{*}\right)$ is a complete metric space where, as usual, $d_{\text {sup }}^{*}$ is defined as:
$d_{\text {sup }}^{*}\left(u_{1}, u_{2}\right)=d_{\text {sup }}\left(u_{1}, u_{2}\right)+d_{\text {sup }}\left(u_{1}^{\prime}, u_{2}^{\prime}\right)=\sup _{x \in \mathbb{R}}\left|u_{1}(x)-u_{2}(x)\right|+\sup _{x \in \mathbb{R}}\left|u_{1}^{\prime}(x)-u_{2}^{\prime}(x)\right|$
for any $u_{1}$ and $u_{2}$ in $\mathcal{U}$.
Proof. The proof is quite straightforward. To prove that $d$ is a distance is standard. The completeness, instead, follows by noticing that the $d_{\text {sup }}^{*}$ metric induces the uniform convergence of any sequence of functions $u_{n}$ and their derivatives $u_{n}^{\prime}$, and this is enough the preserve differentiability, monotonicity, and concavity.

Definition 6.2 Given $\hat{\lambda} \in \Lambda$, we say that $Y_{\hat{\lambda}}$ is stochastically efficient with respect to $p \in \mathcal{P}$ if

$$
\begin{equation*}
\hat{\lambda}=\operatorname{argmax}_{\lambda \in \Lambda} \mathbb{E}_{p}\left(u\left(Y_{\lambda}\right)\right)=\operatorname{argmax}_{\lambda \in \Lambda} \int_{\Omega} u\left(Y_{\lambda}(\omega)\right) d p(\omega) \tag{6.11}
\end{equation*}
$$

for some utility function $u \in \mathcal{U}$.

In other words, $Y_{\hat{\lambda}}$ is stochastically efficient with respect to $p$ if there exists a utility function $u \in \mathcal{U}$ such that

$$
\begin{equation*}
\mathbb{E}_{p}\left(u\left(Y_{\lambda}\right)\right) \leq \mathbb{E}_{p}\left(u\left(Y_{\hat{\lambda}}\right)\right) \tag{6.12}
\end{equation*}
$$

for any $\lambda \in \Lambda$. Other definitions of stochastic efficiency could also be considered which include, for instance, an upper bound for the portfolio variance. This represents an open research avenue for further analysis in this area.

Due to the hypotheses on the utility function, the optimization problem

$$
\max _{\lambda \in \Lambda} \mathbb{E}_{p}\left(u\left(\sum_{j=1}^{N} \lambda_{j} X_{j}\right)\right)
$$

is a concave optimization program on the polyhedral set $\Lambda$ and, therefore, it has at least a global maximizer (not unique, in general, because $u$ is only concave). The problem is also well-posed, in the sense that if the sequence of portfolios $X^{k}=\left(X_{1}^{k}, \ldots, X_{N}^{k}\right)$ converges pointwise to the portfolio $X=\left(X_{1}, \ldots, X_{N}\right)$, for a.e. $\omega \in \Omega$, and $\lambda^{k} \in \Lambda$ is the solution to the sequence of problems:

$$
\max _{\lambda \in \Lambda} \mathbb{E}_{p}\left(u\left(\sum_{j=1}^{N} \lambda_{j} X_{j}^{k}\right)\right)
$$

then $\lambda^{k} \rightarrow \lambda$ and $\lambda \in \Lambda$ is the optimal solution to the problem

$$
\max _{\lambda \in \Lambda} \mathbb{E}_{p}\left(u\left(\sum_{j=1}^{N} \lambda_{j} X_{j}\right)\right)
$$

Remark 6.3 If the notion of classical probability is replaced by a vector-valued probability, the above notion of efficiency has to be understood in the Pareto sense. However, because we have already noticed that the vector-valued case can be included in the set-valued one by introducing an associated set-valued probability, this case is subsumed by the more general set-valued one which we discuss in detail in the next section.

The following result has been proved in [28] for the case of discrete space events. Here we extend this result to the case of any arbitrary probability space.

Proposition 6.4 A given portfolio $Y_{\hat{\lambda}}$ is optimal for given $u \in \mathcal{U}$ and $p \in \mathcal{P}$ and if and only if it obeys the following first-order optimality conditions:

$$
\int_{\Omega} u^{\prime}\left(Y_{\hat{\lambda}}(\omega)\right)\left(X_{i}(\omega)-Y_{\hat{\lambda}}(\omega)\right) d p(\omega) \leq 0
$$

for all $i=1 \ldots N$.

Proof. The proof of this result is quite straightforward and it follows by applying the classical first order optimality conditions for a set-constrained problem to the function $q(\lambda)=\mathbb{E}\left(u\left(Y_{\lambda}\right)\right)=\int_{\Omega} u\left(Y_{\lambda}(\omega)\right) d p(\omega)$.

When the space is discrete, namely $\Omega=\left\{\omega_{1}, \ldots, \omega_{S}\right\}$, then the previous condition reduces to:

$$
\sum_{s=1}^{S} p\left(\omega_{s}\right) u^{\prime}\left(Y\left(\omega_{s}\right)\right)\left(X_{i}\left(\omega_{s}\right)-Y_{\hat{\lambda}}\left(\omega_{s}\right)\right) \leq 0
$$

for all $i=1 \ldots N$ as in [28].
Suppose that $\Omega$ is also a metric space with respect to a distance $d$. Given two probability measures $p, q \in \mathcal{P}$, the Monge-Kantorovich distance between $p$ and $q$ is given by

$$
d_{M K}(p, q)=\sup _{f \in L i p_{1}}\left\{\int_{\Omega} f(\omega) d p(\omega)-\int_{\Omega} f(\omega) d q(\omega)\right\}
$$

where $\operatorname{Lip}_{1}(\Omega)$ is defined to be the set of all Lipschitz functions $f: \Omega \rightarrow \mathbb{R}$ such that

$$
|f(\nu)-f(\xi)| \leq d(\nu, \xi)
$$

for any $\nu, \xi \in \Omega$. If we define the point-to-set distance $d^{\prime}(q, \Xi)$ as

$$
d_{M K}^{\prime}(q, \Xi):=\inf _{p \in \Xi} d_{M K}(q, p)
$$

then the measure of inefficiency we use can be written as:

$$
S I M(q)=d_{M K}^{\prime}\left(q, \mathcal{P}^{*}\right)
$$

where
$\mathcal{P}^{*}=\left\{p \in \mathcal{P}: \exists u \in \mathcal{U}\right.$ such that $\left.\int_{\Omega} u^{\prime}(Y(\omega))\left(X_{i}(\omega)-Y(\omega)\right) d p(\omega) \leq 0, i=1 \ldots N\right\}$.
In other words $S I M(q)$ is the distance point-to-set between $q$ and the set $\mathcal{P}^{*}$. A given portfolio $Y_{\lambda}$ is stochastically efficient relative to a given $p \in \mathcal{P}$ if and only if $S I M(p)=0$. If $S I M(p)>0$ we say the portfolio $Y$ is stochastically inefficient.

If $\Omega \subseteq \mathbb{R}$, then the Monge-Kantorovich distance $d_{M K}(p, q)$ between two probability measures $p$ and $q$ can be rewritten in terms of the cumulative functions $F_{p}$ and $F_{q}$ as

$$
d_{M K}(p, q)=\int_{\Omega}\left|F_{p}(x)-F_{q}(x)\right| d x
$$

If $\Omega$ is discrete set, namely $\Omega=\left\{\omega_{1}, \ldots, \omega_{S}\right\}$, the Monge-Kantorovich distance becomes

$$
d_{M K}(p, q)=\max \left\{\sum_{s=1}^{S} f\left(\omega_{s}\right)\left(p\left(\omega_{s}\right)-q\left(\omega_{s}\right)\right):\|A f\|_{\infty} \leq 1\right\}
$$

where $A$ is the edge-adjacency matrix for the weighted graph that describes the geometry of $\Omega$ (see [25] for details and discussion). Notice that this is a linear programming problem and so it can be solved by classical methods. The special structure also allows one to easily find approximate solutions. For estimating $d_{M K}$ from empirical data one can see $[17,18,19]$.

## 7 Stochastic Efficiency and Inefficiency with SetValued Probabilities

In this section we extend the notion of portfolio efficiency to the case of probability multimeasures. As before we let $(\Omega, \mathcal{F}, \Phi)$ be a probability space, where $\Omega$ and $\mathcal{F}$ are defined as in the previous section but now $\Phi$ is a set-valued probability according to the definition presented in Section 4. We also introduce the space of all $\mathbb{B}$ set-valued probabilities on $\mathcal{F}$, defined as

$$
\begin{equation*}
\mathbb{P}=\{\Phi: \Omega \rightarrow \mathcal{K}: \Phi(\Omega)=\mathbb{B}\} \tag{7.13}
\end{equation*}
$$

We comment that the particular choice of $\mathbb{B}$ does not affect the theory we present.

As in the previous section, $X_{j}$ are random variables which represent the possible assets and $Y_{\lambda}=\sum_{i} \lambda_{i} X_{i}$ is a portfolio with $\lambda \in \Lambda$ and again

$$
\Lambda=\left\{\lambda \in \mathbb{R}_{+}^{N}: \sum_{i=1}^{N} \lambda_{i}=1\right\}
$$

By using the notion of the expected value with respect to a set-valued probability $\Phi$, we can define the extend the notion of stochastic portfolio efficiency.

Definition 7.1 Given $\hat{\lambda} \in \Lambda$, we say that $Y_{\hat{\lambda}}$ is stochastically efficient with respect to the set-valued probability $\Phi$ if

$$
\begin{equation*}
\hat{\lambda}=\operatorname{argmax}_{\lambda \in \Lambda} \mathbb{E}_{\Phi}\left(u\left(Y_{\lambda}\right)\right)=\operatorname{argmax}_{\lambda \in \Lambda} \int_{\Omega} u\left(Y_{\lambda}(\omega) d \Phi(\omega)\right. \tag{7.14}
\end{equation*}
$$

for some utility function $u \in \mathcal{U}$.
Here the maximum has to be understood in the sense of set-inclusion ordering as previously discussed. The portfolio $Y_{\hat{\lambda}}$ is stochastically efficient with respect to $\Phi$ if there exists an utility function $u \in \mathcal{U}$ such that

$$
\begin{equation*}
\mathbb{E}_{\Phi}\left(u\left(Y_{\lambda}\right)\right) \subseteq \mathbb{E}_{\Phi}\left(u\left(Y_{\hat{\lambda}}\right)\right) \tag{7.15}
\end{equation*}
$$

for any $\lambda \in \Lambda$.
The following result characterizes the concavity of the optimization problem $\max _{\lambda \in \Lambda} \mathbb{E}_{\Phi}\left(u\left(Y_{\lambda}\right)\right)$.

Proposition 7.2 The function $\xi(\lambda):=\mathbb{E}_{\Phi}\left(u\left(\sum_{j=1}^{N} \lambda_{j} X_{j}\right)\right)$ is a concave setvalued map.

Proof. To prove it, let us take $\lambda_{1}, \lambda_{2} \in \Lambda$ and $\alpha \in(0,1)$. Then the following inequality holds:

$$
\left.u\left(Y_{\alpha \lambda_{1}+(1-\alpha) \lambda_{2}}\right)\right) \geq \alpha u\left(Y_{\lambda_{1}}\right)+(1-\alpha) u\left(Y_{\lambda_{2}}\right)
$$

For any direction $p \in S^{1}$, the expected value with respect to the probability measure $\Phi^{p}$ reads as

$$
\begin{gathered}
\mathbb{E}_{\Phi^{p}}\left(u\left(Y_{\alpha \lambda_{1}+(1-\alpha) \lambda_{2}}\right)\right)=\int_{\Omega} u\left(Y_{\alpha \lambda_{1}+(1-\alpha) \lambda_{2}}(\omega)\right) d \Phi^{p}(\omega) \geq \\
\alpha \int_{\Omega} u\left(Y_{\lambda_{1}}(\omega)\right) d \Phi^{p}(\omega)+(1-\alpha) \int_{\Omega} u\left(Y_{\lambda_{2}}(\omega)\right) d \Phi^{p}(\omega)= \\
\alpha \mathbb{E}_{\Phi^{p}}\left(u\left(Y_{\lambda_{1}}\right)\right)+(1-\alpha) \mathbb{E}_{\Phi^{p}}\left(u\left(Y_{\lambda_{2}}\right)\right)
\end{gathered}
$$

which now implies the (set-valued) concavity of the map $\xi(\lambda)$.
The concavity property implies that any local solution to the program

$$
\max _{\lambda \in \Lambda} \mathbb{E}\left(u\left(Y_{\lambda}\right)\right)
$$

is a global solution and that it is well-posed.
We first observe that if a given portfolio is stochastically efficient with respect to $\Phi$ then it is stochastically efficient for any scalarized probability measure $\Phi^{p}$. The converse is also true. That is, if a portfolio $Y$ is stochastically efficient with respect to all the scalarized probability measures $\Phi^{p}$ then it is stochastically efficient with respect to $\Phi$.

Proposition 7.3 A given portfolio $Y_{\hat{\lambda}}$ is optimal for given utility function $u \in$ $\mathcal{U}$ and a set-valued probability $\Phi$ if and only if it satisfies the following first-order optimality conditions:

$$
\int_{\Omega} u^{\prime}\left(Y_{\hat{\lambda}}(\omega)\right) X_{i}(\omega) d \Phi \subseteq \int_{\Omega} u^{\prime}\left(Y_{\hat{\lambda}}(\omega)\right) Y_{\hat{\lambda}}(\omega) d \Phi
$$

for $i=1 \ldots N$.
Proof. Because $Y$ is stochastically efficient with respect to any probability $\Phi^{p}$, we have

$$
\int_{\Omega} u^{\prime}\left(Y_{\hat{\lambda}}(\omega)\right)\left(X_{i}(\omega)-Y_{\hat{\lambda}}(\omega)\right) d \Phi^{p}(\omega) \leq 0, \quad i=1 \ldots N
$$

which is equivalent to

$$
\int_{\Omega} u^{\prime}\left(Y_{\hat{\lambda}}(\omega)\right) X_{i}(\omega) d \Phi^{p}(\omega) \leq \int_{\Omega} u^{\prime}\left(Y_{\hat{\lambda}}(\omega)\right) Y_{\hat{\lambda}}(\omega) d \Phi^{p}(\omega), \quad i=1 \ldots N
$$

But now this can be written as

$$
\operatorname{spt}\left(\int_{\Omega} u^{\prime}\left(Y_{\hat{\lambda}}(\omega)\right) X_{i}(\omega) d \Phi, p\right) \leq \operatorname{spt}\left(\int_{\Omega} u^{\prime}\left(Y_{\hat{\lambda}}(\omega)\right) Y_{\hat{\lambda}}(\omega) d \Phi, p\right)
$$

for any $p \in S^{1}$, which is equivalent to

$$
\int_{\Omega} u^{\prime}\left(Y_{\hat{\lambda}}(\omega)\right) X_{i}(\omega) d \Phi \subseteq \int_{\Omega} u^{\prime}\left(Y_{\hat{\lambda}}(\omega)\right) Y_{\hat{\lambda}}(\omega) d \Phi
$$

for $i=1 \ldots N$.
Given two set-valued probabilities $\Phi, \Xi \in \mathbb{P}$, the Monge-Kantorovich distance between them is defined as

$$
\mathbf{d}_{\mathbf{M K}}(\Phi, \Xi)=\sup _{q \in S^{1}} d_{M K}\left(\Phi^{q}, \Xi^{q}\right)
$$

Several properties of the space $\left(\mathbb{P}, \mathbf{d}_{\mathbf{M K}}\right)$, including its completeness, are presented in $[17,21]$. Define the space $\mathbb{P}^{*}$ as:

$$
\begin{equation*}
\mathbb{P}^{*}=\left\{\Phi \in \mathbb{P}: \exists u \in \mathcal{U} \text { s.t. } \int_{\Omega} u^{\prime}(Y(\omega)) X_{i}(\omega) d \Phi \subseteq \int_{\Omega} u^{\prime}(Y(\omega)) Y(\omega) d \Phi, i=1 \ldots N\right\} \tag{7.16}
\end{equation*}
$$

Using this we extend the notion of ineffiency as to the set-valued case as follows:

$$
\begin{equation*}
S I M(\Phi)=\inf _{\Xi \in \mathbb{P}^{*}} \mathbf{d}_{\mathbf{M K}}(\Phi, \Xi) \tag{7.17}
\end{equation*}
$$

A given portfolio $Y$ is efficient if $S I M(\Phi)=0$. We say that it is inefficient if $S I M(\Phi)>0$. We can estimate (7.17) by scalarizing along a chosen set of directions. For finite $\Omega$ this leads to a finite set of linear programs.

## 8 Numerical Example

In this section we present an extended example that illustrates one possible use of set-valued probability and suggests a way to construct $\Phi$ in a practical context. We take the set of possible events to be finite, $\Omega=\left\{\omega_{1}, \ldots, \omega_{s}\right\}$. This means that in order to construct $\Phi$ on $\Omega$ we need a finite set of set-valued probabilities $\left\{P_{1}, \ldots, P_{s}\right\}$. Again we use $X_{j}, j=1,2, \ldots, N$, as the random variables which represent the assets.

Suppose that the investment decision must be taken now at time $T$, and that historical data $\omega_{j}^{t}$ are available for $t \in[0, T)$. In other words there is a complete knowledge about the different scenarios that have occurred over the continuous interval $[0, T)$. We will use a combination of the ideas from Examples 4.3 and 4.4 to construct $\Phi$.

Rather than using a number (a probability) to describes the occurrence of each scenario over the interval $[0, T)$, let us instead take $2 W$ different timewindows (which could be overlapping). Associated with each time-window there is a direction $q_{w} \in \mathbb{R}^{2}$ with $\left\|q_{w}\right\|=1$ and $q_{2 w}=-q_{2 w+1}$ (as in Example 4.3). We
use the samples from the time-windows to estimate a set of classical probabilities $\left\{\hat{p}^{1}\left(\omega_{s}\right), \hat{p}^{2}\left(\omega_{s}\right), \ldots, \hat{p}^{2 W}\left(\omega_{s}\right)\right\}$, one set for each $\omega_{s} \in \Omega$. Then we construct $\Phi$ be setting

$$
\Phi\left(\omega_{s}\right)=\overline{\operatorname{co}}\left(\left\{\hat{p}^{w}\left(\omega_{s}\right) q_{w}: w=1,2, \ldots, 2 N\right\}\right)
$$

It is easy to see that $\Phi(\Omega)=\overline{\mathrm{co}}\left(q_{w}\right)$ is the polygon in $\mathbb{R}^{2}$ with vertices $q_{w}$. This polygon is a unit ball by our assumption on the directions $q_{w}$. By increasing the number of windows $W$, the polygon converges in the Hausdorff distance to a circle with radius equal to 1 . The distribution induced in each direction $q_{w}$ by the $\hat{p}^{w}\left(\omega_{s}\right)$ s gives an estimate of the uncertainty within a given timewindow. In this way we can model any nonstationarity of the uncertainty of the performance of the assets. Other mechanisms can also be used for constructing the set-valued probabilities in order to capture different features of the data.

The expected value of the portfolio $Y_{\lambda}=\sum_{j=1}^{N} \lambda_{j} X_{j}$ with respect to a given utility $u \in \mathcal{U}$, is given by

$$
\mathbb{E}\left(u\left(Y_{\lambda}\right)\right)=\sum_{s=1}^{S} u\left(Y_{\lambda}\left(\omega_{s}\right)\right) \Phi\left(\omega_{s}\right)
$$

If we take each direction $q_{w}$ and calculate the support of $\mathbb{E}\left(u\left(Y_{\lambda}\right)\right)$ along the direction $q_{w}$, this leads to

$$
\operatorname{spt}\left(\mathbb{E}\left(u\left(Y_{\lambda}\right)\right), q_{w}\right)=\sum_{s=1}^{S} u\left(Y_{\lambda}\left(\omega_{s}\right)\right) p^{w}\left(\omega_{s}\right)
$$

The notion of stochastic dominance can be checked using the scalarized expected value with respect to any direction $q_{w}$. $Y_{\hat{\lambda}}$ is stochastically efficient with respect to $\Phi$ if

$$
\hat{\lambda}=\operatorname{argmax}_{\lambda \in \Lambda} \sum_{s=1}^{S} u\left(Y_{\lambda}\left(\omega_{s}\right)\right) p^{w}\left(\omega_{s}\right) .
$$

for some utility function $u \in \mathcal{U}$ and for any $w=1,2, \ldots, 2 W$.

## 9 Conclusion

In this paper we have extended the notion of stochastic efficiency and inefficiency to the financial context in which there is lack of information about the probability of each scenario. These situations can be found when financial data are missing, or corrupted, or noised, and there is only a partial information about some historical data. We propose to tackle this problem by means of the notion of set-valued probability. This object models any sort of possible vagueness and incompleteness related to the probability of a certain event by assuming that, instead of a positive number between 0 and 1 , there is a compact and convex set associated with each event. The notion of set-valued probability possesses several properties that are similar to those held in the classical case. This is a first attempt to extend the notion of portfolio efficiency using
set-valued probabilities and it represents a further development of the material presented in [22, 23].
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